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Let (H, {-,-)) be a real Hilbert space. We denote ||- | the norm derived by the scalar product.

Exercise 1 (Necessary and sufficient optimality conditions).
Let f: H — R be a twice differentiable function. Show that if x is a local minimizer of f, then

Vf(z)=0
V23f(x) =0

Is the first order condition a sufficient condition for z to be a local minimizer ? If no, give an
example. What assumption can you make for this condition to be an equivalence ?

Exercise 2 (Caracterizations of convex functions).
Let f: H — R be a twice differentiable function. Show the following equivalences :

1. f is convex if, and only if,
V(z,y)e H x H, f(y) = f(z) +<{V[f(z) |y — ).

2. f is convex if, and only if,

Vo e H, V2f(z) = 0,
where V2 f(z) is the hessian of f at z.

Exercise 3 (Squared distance function).
Let A be a nonempty closed convex subset of H. We consider the function “squared distance to
A” defined for all z € H by

= inf |z —y|?
9(z) Inf lz =y

1. Show that g is convex.

2. Show that g is Fréchet differentiable, with Vg(z) = 2(x — pa(x)), where p4 denotes the
projection on A.

Exercise 4 (Minimization of a quadratic function).
Let A € §1(R) (set of symmetric positive definite matrices of R"*") and b € R™. Let f be
defined for all z € R™ by

fz) = %<A$,x> — (b .

Show that f admits a unique minimizer and give an expression of this minimizer.

Exercise 5 (Convex optimization exam 2019).
Let f:R™ — R be a convex, differentiable and bounded function on R™. Show f is constant.

Exercise 6 (About c-minimizers).
Let f: R — R be a continuous function bounded from below on R™. Let ¢ > 0 and u a
e-minimizer of f, i.e. u satisfies

f(u) < inf f(z)+e.

zeR™

1



Let A > 0 and consider -
g: 7 € R o g(2) == f(z) + 5o .

1. Show there exists v € R” which minimizes g on R™. Show this point v satisfies the following
conditions :

(i) f(v) < f(uw),
(i) fu—vf <A,
(i) Vo € R”, f(v) < f(z) + $|o — v].
2. Suppose in addition that f is differentiable on R™. Show that for all ¢ > 0, there exists
z. € R™ such that
IVf(ze)| < e

Exercise 7.
Let O = S T(R) be the (open) set of symmetric positive definite matrices of R"*". O is endowed
with the scalar product (U, V) = Tr(UV'). Let A€ O and f be defined for all X € O by

f(X) =Te(X™) + Tr(AX).

1. Show there exists a minimizer to f on O. Hint : you may use the inequality Tr(UV') >
D Ai(U)An—is1(V), where all eigenvalues A1, ..., N, are in descending order; i.e., A\; =
e > )\n_
2. Find the minimizer and the optimal value of f.
Exercise 8 (Penalty method).
Let F': R™ — R be a lower semi-continuous function, coercive on R™. Let C be a closed set of
R™ with dom(f) n C # @. We seek to solve the constrained problem

minimize F(z) (P)
zeR™
s.t. zeC.
Let R: R® — R™ be a lower semi-continuous function such that
R(z)=0 <= =zeC.

R is called penalty function as it assigns a positive cost to any point that is not in the constraint
set C. Let (7x)reny be a nondecreasing sequence of positive reals satisfying limg_, o 75 = +00.
We denote by (Py) the following penalized problem :

minilﬂgize F, (z) := F(z) + 7 R(x). (Pr)
xeR™
Show that :

1. For all k € N, (P;) has at least one solution x.

2. The sequence (zk)nen is bounded.

3. Any cluster point of (zj)ken is a solution to (P).

4. What can we say if F' is strictly convex ?
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Exercise 1 (Convergence fixed step gradient descent algorithm).
For all z € R™ we define the function f by

1
f(.%’) = §<A$, QS‘> - <ba QS‘>,
where A € §;F T (R), with eigenvalues (\;)1<i<n verifying
0<A <... <A\,

and b € R™. It has already been seen in exercise 4 that f admits a unique minimizer x*, which
is the solution to the linear system Ax = b.
The fixed step gradient descent algorithm is given by

{ X € Rn,
Tpp1 = T — YV f(2p).

Show the algorithm converges to z* for any step v € ]0, % [ Give the step v that ensures the
fastest convergence.

Exercise 2 (Convergence of Uzawa method).
Let f: R™ — R be a differentiable a-strongly convex function and let C € R™*™ d e R™. We
propose to study the convergence of Uzawa method towards a solution to the following problem :

minimize  f(z)
zeR”™ (fp)
subject to Cx < d,

where the set {z € RY | Cz < d} is assumed to be nonempty. Let p > 0. Uzawa algorithm
generates sequences (zx)ren € (R™N and (Mg )ren € (R™)N according to the following iterations :

zeR™

xp = argmin f(z) + A, Cx — d),
Ae+1 = max (A\g + p(Cxg + d),0).

1. Explain why Problem (P) admits a unique solution and why the algorithm is well defined.

2. (i) Write the Lagrangian £: R™ x R™ — R for Problem (P).
(ii) Show that for any = € R™,

()\* = argmax L(z, A)) > ((Vp>0) XN =pi(A+p(Czx—d)),
Ae[0,+00)™

where p; denotes the projection on [0, +00)™.



(iii) Let (z*, A*) be a saddle point of £. Show that the following holds :

{ Vi(ar) = V@) + CT (A —A) =0 (%)
H)\k-i-l — )\*” < H)‘k —A\* + pC(I’k — .%'*)H

3. Using (%), show the convergence of the sequence (xj)ren to * when p satisfies

2«
0< 1% < W (**)

Exercise 3 (Optimization with equality constraints).
Find the points (x, %, z) de R? which belong to H; and Hs and which are the closest to the origin.

(H1) : 3x+y+2=05,
(Hy) : x4+y+2z=1.

1. Write the problem as an optimization problem.
2. What can you say about existence of solutions ? Unicity ?

3. Solve the optimization problem using the Slater conditions.

Exercise 4 (Optimization with inequality constraints).
Solve the following optimization problem :

minimize  z* + 3y*
(z,y)eR?

subject to 2% + 3% > 1.

Exercise 5 (Optimization with equality and inequality constraints).
Let f:RF¥ — R be defined by

k
For,--ope) = ), pi-
i=1
Maximize f on the simplex Ay of R¥
k
Ay = {p: (pl,...,pk)eRk | pi =0 for all 4, and Zpi = 1}.
i=1

Exercise 6 (Characterization of SO, (R)).

We denote SO, (R) = {M € R™™ | M is orthogonal and det(M) = 1} and SL,(R) = {M €
R™ ™ | det(M) = 1}. Show SO, (R) is exactly composed of the matrices of SL,, (R) which minimize
the Euclidean norm of R™*", i.e.

VM e RV, | M| = 4/Te(MTM).



